Chapter 14
Experimental Data and Econometrics: Outline

Peter G. Moffatt, Anna Conte

Abstract The chapter charts the evolution of the range of econometric techniques that
have been applied by Experimental Economists. The most commonly used technique
has been treatment testing, and a good deal of attention is paid to studies using
this approach, which includes standard parametric and non-parametric treatment
tests, tests comparing entire distributions, and bootstrap tests. Power analysis has
dramatically increased in importance in recent years, and applications of power
analysis will be covered from both theoretical and practical perspectives. The decision
over which econometric technique is appropriate for a given application is often
determined by the data type. We therefore distinguish the data types arising in
Experimental Economics (binary, ordinal, interval, etc.), and identify appropriate
techniques, with key examples from the literature. We then consider the recent growth
in popularity of fully structural models, with particular attention paid to studies that
estimate of social preference parameters from dictator game data, and those that
estimate risk aversion parameters while assuming between-subject heterogeneity
in risk aversion. In these contexts, we pay close attention the method of maximum
simulated likelihood (MSL) which has become a popular method for estimating
models with continuous heterogeneity. We then consider studies that have applied
finite mixture models as a way of capturing discrete heterogeneity; that is, when the
population of subjects divides into a small number of distinct types. Most of the
techniques covered in the chapter are established econometric techniques that have
been adopted by experimentalists. However, a small number of techniques can claim
to be unique to experimental economics. Examples of these are the Quantal Response
Equilibrium (QRE) Model, and models of learning in games. Applications of these
models are described in some detail.
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14.1 Introduction

This chapter attempts to chart the evolution of econometric methods that have been
applied to the analysis of data from Economic Experiments. This area of research is
sometimes referred to as ‘Experimetrics’ (Moffatt, 2015).

An important point needs to be made clear at the outset. The majority of
econometric methods applied in the analysis of Experimental data are methods that
previously existed in the econometrics and/or statistics literatures. We are clearly
interested in these applications of econometric techniques. However, some
techniques have been developed exclusively for particular Experimental applications,
and we will pay particularly close attention to these.

The assessment of which techniques have ‘aged well’ and which have not will be
dealt with as far as feasible given the fairly recent development of the field of
Experimetrics.

14.2 Treatment Testing

The most common approach within Experimetrics is the treatment testing approach.
In certain types of experiment, there are compelling reasons for considering this to
be the natural approach. Provided that subjects are assigned randomly to treatments,
and that the experimental environment is such that all influences on behaviour other
than the treatment of interest are held fixed, then it is fair to say that there is no need
to address many of the types of problem that econometricians have traditionally been
interested in, such as sample selection bias, measurement error, and endogeneity.

There are many different ways of conducting treatment tests. Siegel & Castellan
(1988) provided a fairly complete practical guide to these tests. Fully parametric tests
such as the independent-samples t-test, which amounts to a comparison of two
sample means, may be the first choice. The analogous test in a situation of paired
data is the paired-comparison t-test. These tests rely on strong distributional
assumptions, most importantly normality of the decision variable, and in situations
in which normality does not hold, they require large sample sizes. There are many
situations in which these conditions are unlikely to hold, and for this reason, many
experimental researchers have a preference for non-parametric alternatives such as
the Mann-Whitney test, which uses ordinal and not cardinal information, and
essentially amounts to a test of equality of medians. An alternative approach which
does not rely on distributional assumptions but which makes full use of the cardinal
information in the data is the bootstrap technique (Ellingsen & Johannesson, 2004).
A similar approach which has received attention recently is that of permutation
testing (Holt & Sullivan, 2023), the most simple example of which is Fisher’s Exact
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test used for discrete outcomes.

Tests comparing variances are also potentially useful in some settings, for example
when one treatment places subjects in a less familiar situation than the other (Moffatt,
2019). In a situation in which it is unclear which functional of the distribution (e.g.
mean, median, variance) is impacted by the treatment, a test of the equality of entire
distributions may be preferred, the most popular being the Kolmogorov-Smirnov test
and the Epps-Singleton test (Forsythe et al., 1994; Eckel & Grossman, 2000).

Some treatment tests have been introduced explicitly for data from economic
experiments. One example is the Conlisk test Conlisk (1989) which has been useful
in testing Allais Paradox (Allais, 1953) and the Preference Reversal phenomenon.

14.2.1 The Rise and Rise of Power Analysis

Closely related to treatment testing is power analysis, which is becoming increasingly
important in experimental studies. The concept of power also plays a key role in
the ongoing scientific quality debate (C. F. Camerer et al., 2016). Broadly, power
analysis can be used for two different purposes: first, to determine the sample size
that is required to attain a given, pre-determined, level of power; second, to compute
the power of a test that has already been conducted. In both cases, a power of
at least 0.8 has become accepted the benchmark for adequacy, although Zhang &
Ortmann (2013) have presented evidence that this target has rarely been attained
in practice. For most simple tests, power calculations are simple, and routines for
computing power are available in popular software packages. In more complicated
settings, for example, treatment tests being conducted in the framework of panel
models, multi-level models or structural models, Monte Carlo simulations are useful
in performing power calculations. One particularly useful application of monte carlo
methods in this context is in assessing the relative benefits, in terms of power, of
increasing the number of subjects versus increasing the number of tasks (Moffatt,
2021). Another design feature that determines power is the size of the monetary
incentives. To take account of this would require incorporating an experimental
budget constraint into the power calculation (Alekseev, 2023). Optimal design theory
has also been used to design the choice problems within an experiment (Moffatt,
2007; Bland, 2023).

14.3 Theory Testing

In some areas of experimental economics, the focus is on a test of an economic
theory, rather than the estimation of ‘home-grown’ preference parameters of the
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experimental subjects. The most common types of experiment falling into this
category are market experiments (Smith, 1962) and auction experiments (Kagel &
Levin, 1986; Ham et al., 2005).

14.4 Applications of Binary, Ordered, Interval and Censored
Models

Many different types of data have arisen in Experimental Economics. The decision
variable may be discrete or continuous. A discrete variable may be binary, for
example the choice between a risky and safe alternative (Hey and Orme, 1994). Or it
may be categorical, for example the choice between a number of different allocations
(Engelmann and Strobel, 2004). Or it may be ordinal, for example, when the subject
has been asked to reveal their emotions when participating in experimental games
(Bosman and van Winden, 2002). A continuous variable arises when the subject has
been asked how much to contribute to a public fund (Bardsley and Moffatt, 2007), or
asked for their willingness to pay for an object (Isoni et al., 2011). Even continuous
responses contain elements of discreteness, in the form of censoring, lumpiness, and
focal points. Methods for allowing for these data features in estimation are covered in
detail by Moffatt (2015).

14.5 Structural Estimation of Preference Parameters

A highly popular method for eliciting preference is the multiple price list (MPL), of
which the most well-known is that of Holt & Laury (2002). Early applications of the
method included elicitation of willingness to pay for a good (Kahneman et al., 1990),
measurement of risk attitudes (Binswanger, 1980), and elicitation of individual
discount rates (Coller & Williams, 1999). A variant of the MPL which has also
become popular is the switching multiple price list (SMPL) (Andersen et al., 2006)
which induces subjects to report a single switch-point (rather than a set of choices)
when presented with a MPL. This switch-point implies range of values of the
preference parameter and interval regression is the appropriate econometric
approach for estimating the underlying distribution. When more than one sMPL is
used, it becomes possible to estimate the parameters of the joint distribution of more
than one preference parameter Tanaka et al. (2010). This presents new and
interesting econometric challenges: Conte et al. (2026) have used Monte Carlo
integration with importance sampling to estimate the joint distribution of risk
aversion and probability weighting using data from two sMPL’s.



14 Experimental Data and Econometrics: Outline 5

A shortcoming of the analysis of data from switching multiple price lists,
emphasised by Conte et al. (2026), is that although they are useful for estimating the
distribution of preference parameters, such analysis, when correctly performed, does
not allow for within-subject variation. That is, it is assumed that, conditional on the
preference parameters, decisions are made without error.

In order to allow for within-subject variation, a different sort of design is required,
consisting of a sequence of choice problems, presented independently, and not in an
ordered sequence. The approach to choosing the problems might be based on the
requirement to cover the whole of the Marschak-Machina Triangle, as is the
approach of Hey & Orme (1994) and others. There are broadly two ways of
modelling within-subject variation: the Random Preference model (Loomes et al.,
2002) in which the preference parameters are allowed to vary from one decision to
the next; and the Fechner model (Hey & Orme, 1994) in which each decision is
subject to computational error.

Which of Fechner and Random Preference has been the superior approach for
modelling individual decisions has been the subject of debate for almost three
decades. Apesteguia & Ballester (2018) provide a theoretical basis for preferring the
Random Preference approach over the Fechner approach. Both of the modelling
approaches have been very useful in addressing central questions in decision theory
such as whether expected utility (EU) theory holds, which non-EU theory best
explains the data, which error specification best explains the data, and the ways in
which behaviour under risk changes with decision making experience (Loomes et al.,
2002; Conte et al., 2011).

The method of maximum simulated likelihood (MSL) has become a popular
estimation method in this setting (Train, 2009; Moffatt, 2015). The method of MSL
is particularly useful when more than one preference parameter is assumed to vary,
for example risk aversion and probability weighting (Conte et al., 2011).
Von Gaudecker et al. (2011) assume four dimensions of between-subject
heterogenerity: risk aversion, loss aversion, preference toward the timing of
uncertainty resolution, propensity to choose randomly. The same sort of estimation
methods are useful in allowing for heterogeneity in dicount rates (Andersen et al.,
2008), complexity aversion (Moffatt et al., 2015), Inequity aversion (Gauriot et al.,
2020), and propensity to update beliefs (Henckel et al., 2022).

The joint estimation of more than one preference parameter has been found to be
highly important in certain contexts. For example, it has recently been found that
allowing for risk aversion instead of risk neutrality has the effect of greatly reducing
estimates of individual discount rates in time preference modelling (Andersen et al.,
2008), and also of reducing estimates of inequity aversion in the analysis of dictator
game giving (Gauriot et al., 2020).
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14.6 Finite Mixture Modelling

One way of modelling subject heterogeneity is to assume that the population of
subjects divide into a small number of discrete ‘types’. There are a number of
different estimation methods for categorising individuals to types. The first is the
finite mixture approach, in which the types, and a decision rule defining each type,
are specified a priori, and ML estimation is used to estimate the unknown parameters
of the decision rules together with mixing proportions. This approach has been
highly useful in the analysis of data from public goods games (El-Gamal & Grether,
1995; Bardsley & Moffatt, 2007), fairness experiments (Conte & Moffatt, 2014), and
in levels-of-reasoning models (Bosch-Domenech et al., 2010).

Another approach to finite mixture modelling is is Bayesian estimation, in which
Bayesian updating rules are used to estimate the probability of a given subject using
each decision rule. This approach claims to avoid the problem of non-uniqueness of
the MLE which arises with the finite mixture approach. The Bayesian approach has
been used by Houser et al. (2004) to classify subjects solving difficult decision
problems into three types: near-rational; fatalist; and confused.

14.7 Econometric Modelling of Behaviour in Games
14.7.1 Quantal Response Equilibrium

The Quantal Response Equilibrium (QRE) model was developed by McKelvey &
Palfrey (1995). It is based on the idea that best responses are not played with certainty.
Each player is assumed to calculate the expected value of each of her available actions
given her (correct, in equilibrium) belief about her opponent’s choice probabilities,
and she attempts to respond optimally, but makes random errors in the process.
Thus QRE replaces the perfectly rational expectations equilibrium embodied in Nash
equilibrium with an imperfect, or “noisy”, rational expectations equilibrium. The
principle of an equilibrium is maintained by assuming that players estimate expected
payoffs in an unbiased way.

14.7.2 Learning Models

A number of learning models have appeared in the literature, including Directional
learning (Selten & Stoecker, 1986), Reinforcement Learning (Erev & Roth, 1998),
Belief Learning (Cheung & Friedman, 1998) and Experience Weighted Attraction
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(C. Camerer & Hua Ho, 1999).

Wilcox (2006) shows that when heterogeneity is neglected in estimation, a severe
estimation bias results in such a way as to favour Reinforcement Learning over Belief
Learning.

14.8 Summary and Conclusion
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